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**Постановка задачи**:

Пусть дана система линейных алгебраических уравнений вида

*a*11*x*1 + *a*12*x*2 +  … + *a*1n*xn* = *f*1,

*a*21*x*2 + *a*22*x*2 +  … + *a*2n*xn* = *f*2,

. . . . . . . . . . . . . . . . . . . . . . . .

*an*1*x*1 + *an*2*x*2 +  … + *annxn* = *fn* .

Для всех заданий лабораторной работы:

Задать матрицу системы:

* недиагональные элементы *ai,j*, *i≠j*, выбираются из чисел 0, –1, –2, –3, *–*4 произвольным образом;
* *ai,i=![](data:image/x-wmf;base64,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)*, 2≤*i*≤*n*;
* *a*11*=![](data:image/x-wmf;base64,183GmgAAAAAAAAAFYAQBCQAAAABwXwEACQAAA9cCAAACAKMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgBAAFCwAAACYGDwAMAE1hdGhUeXBlAADwABIAAAAmBg8AGgD/////AAAQAAAAwP///7H////ABAAAEQQAAAUAAAAJAgAAAAIFAAAAFALjAo0DHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAMzZGADYlHJ1gAF2dbAVZjgEAAAALQEAAAoAAAAyCgAAAAACAAAAMSxpALwBBQAAABQC7wMsAhwAAAD7AiL/AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDM2RgA2JRydYABdnWwFWY4BAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAMiy8AQUAAAAUAvgAqgEcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AzNkYANiUcnWAAXZ1sBVmOAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAG4svAEFAAAAFALjAl0EHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAMzZGADYlHJ1gAF2dbAVZjgEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAABqLLwBBQAAABQC7wNaARwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDM2RgA2JRydYABdnWwFWY4BAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAaiy8AQUAAAAUAoAC3QIcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AzNkYANiUcnWAAXZ1sBVmOAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGEsAAMFAAAAFALvA6kBHAAAAPsCIv8AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHUSDQrxoFZ3AMzZGADYlHJ1gAF2dbAVZjgEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAA9LLwBBQAAABQCgAI7ABwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB1OBoKkcBWdwDM2RgA2JRydYABdnWwFWY4BAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAALSwAAwUAAAAUAtgCHAEcAAAA+wLA/QAAAAAAAJABAAAAAQACABBTeW1ib2wAdRINCvKgVncAzNkYANiUcnWAAXZ1sBVmOAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAOUsgASjAAAAJgYPADwBQXBwc01GQ0MBABUBAAAVAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABghEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACBIYSIi0DABBwAAEAAgCDYQADABsAAAsBAAIAiDEAAgCCLAACAINqAAABAQAAAQACAINqAAIEhj0APQIAiDIAAAEAAgCDbgAADQIEhhEi5QAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAMwBAgIiU3lzdGVtADiwFWY4AAAKAC8AigMAAAAAAQAAAPzjGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)*+1;

матрица системы имеет диагональное преобладание, для первого уравнения преобладание строгое.

Матрица генерируется один раз, для всех заданий она одна и та же.

Задать правую часть *f* умножением матрицы *A* на вектор *x=*(*m*, *m*+1, ... , *n*+*m*–1): *f=Ax*.

Для вычислений выбрать параметры:

* *m* – номер в списке студенческой группы;
* *n* – одно из чисел в пределах от 10 до 12.

В качестве языка программирования выбрать C или C++, для вычислений использовать тип float.

Выход из итерационного процесса выполнять, если ![](data:image/x-wmf;base64,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)<ε, либо если *k*>*kmax*. Задать ε*=*0,0001, *kmax=*1000.

Вывести на печать полученный приближенный вектор решений и номер итерации, при которой достигнута требуемая точность. Предусмотреть сообщение о выходе из итерационного процесса из-за превышения допустимого максимального количества итераций; в этом случае вывести на печать приближенный вектор решений, полученный на итерации *kmax*.

**Задание 1.** Разработать программу численного решения СЛАУ методом Якоби:

![](data:image/x-wmf;base64,183GmgAAAAAAAKACAAICCQAAAACzXgEACQAAA8IBAAACAIcAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAqACEwAAACYGDwAcAP////8AAE4AEAAAAMD///+1////YAIAALUBAAALAAAAJgYPAAwATWF0aFR5cGUAADAABQAAAAkCAAAAAgUAAAAUAvQA+wEcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AWLHzd2Gx83cgQPV3AwxmRgQAAAAtAQAACQAAADIKAAAAAAEAAAAxebwBBQAAABQC9AAJARwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9XcDDGZGBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAa3m8AQUAAAAUAqABTAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AWLHzd2Gx83cgQPV3AwxmRgQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAHh5AAMFAAAAFAL0AIkBHAAAAPsCIv8AAAAAAACQAQAAAAEAAgAQU3ltYm9sAAD+CwrNgNsSAFix83dhsfN3IED1dwMMZkYEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAArebwBhwAAACYGDwADAU1hdGhUeXBlVVX3AAUBAAUCRFNNVDUAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAAChAEAAAAAAAAQmxhY2sADwEBAA8AAgCDeAADABwAAAsBAQEAAgCDawACBIYrACsCAIgxAAAAAAAACwAAACYGDwAMAP////8BAAAAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQBGAwxmRgAACgAhAIoBAAAAAAAAAADM5RIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)(*i*)*=*![](data:image/x-wmf;base64,183GmgAAAAAAAOADIAQBCQAAAADQWQEACQAAA78BAAAEAI4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIgBOADEwAAACYGDwAcAP////8AAE4AEAAAAMD///+4////oAMAANgDAAALAAAAJgYPAAwATWF0aFR5cGUAAOAACAAAAPoCAAATAAAAAAAAAgQAAAAtAQAABQAAABQCAAJAAAUAAAATAgACoAMFAAAACQIAAAACBQAAABQCbgGQARwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9XfQC2aeBAAAAC0BAQAJAAAAMgoAAAAAAQAAADF5AAMFAAAAFAKMAyQBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAFix83dhsfN3IED1d9ALZp4EAAAALQECAAQAAADwAQEADAAAADIKAAAAAAMAAAAoLCla8AD8AAADBQAAABQCjANYABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9XfQC2aeBAAAAC0BAQAEAAAA8AECAAwAAAAyCgAAAAADAAAAYWlpO0oB9gAAA44AAAAmBg8AEQFNYXRoVHlwZVVVBQEFAQAFAkRTTVQ1AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoQBAAAAAAAAEJsYWNrAA8BAQAPAAMACwAAAQACAIgxAAABAAIAg2EAAgCCKAACAINpAAIAgiwAAgCDaQACAIIpAAAAAAAACwAAACYGDwAMAP////8BAAAAAAAAAAgAAAD6AgAAAAAAAAAAAAAEAAAALQECABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAA0AtmngAACgAhAIoBAAAAAP/////M5RIABAAAAC0BAwAEAAAA8AEBAAMAAAAAAA==)![](data:image/x-wmf;base64,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)*,*

*i=* 1*,* 2, …, *n*, *k =* 0, 1, 2, …

**Задание 2.** Разработать программу численного решения СЛАУ методом релаксации:

![](data:image/x-wmf;base64,183GmgAAAAAAAKACAAICCQAAAACzXgEACQAAA8IBAAACAIcAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAqACEwAAACYGDwAcAP////8AAE4AEAAAAMD///+1////YAIAALUBAAALAAAAJgYPAAwATWF0aFR5cGUAADAABQAAAAkCAAAAAgUAAAAUAvQA+wEcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AWLHzd2Gx83cgQPV3AwxmRgQAAAAtAQAACQAAADIKAAAAAAEAAAAxebwBBQAAABQC9AAJARwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9XcDDGZGBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAa3m8AQUAAAAUAqABTAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AWLHzd2Gx83cgQPV3AwxmRgQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAHh5AAMFAAAAFAL0AIkBHAAAAPsCIv8AAAAAAACQAQAAAAEAAgAQU3ltYm9sAAD+CwrNgNsSAFix83dhsfN3IED1dwMMZkYEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAArebwBhwAAACYGDwADAU1hdGhUeXBlVVX3AAUBAAUCRFNNVDUAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAAChAEAAAAAAAAQmxhY2sADwEBAA8AAgCDeAADABwAAAsBAQEAAgCDawACBIYrACsCAIgxAAAAAAAACwAAACYGDwAMAP////8BAAAAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQBGAwxmRgAACgAhAIoBAAAAAAAAAADM5RIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)(*i*)*=* ![](data:image/x-wmf;base64,183GmgAAAAAAAIAFQAIACQAAAADRWQEACQAAA/0BAAACAJMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAoAFEwAAACYGDwAcAP////8AAAAAEAAAAMD///+1////QAUAAPUBAAALAAAAJgYPAAwATWF0aFR5cGUAAFAABQAAAAkCAAAAAgUAAAAUAqABNAAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A6LHzd/Gx83cgQPV3NgpmRgQAAAAtAQAACgAAADIKAAAAAAIAAAAoMWAA7AEcAAAA+wKA/gAAAAAAAJABAAAAoQACABBUaW1lcyBOZXcgUm9tYW4A6LHzd/Gx83cgQPV3NgpmRgQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAPkp/AAAAwUAAAAUAvQA1QQcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A6LHzd/Gx83cgQPV3NgpmRgQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAGspvAEFAAAAFAKgARgEHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAOix83fxsfN3IED1dzYKZkYEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAB4KQADBQAAABQCoAFyARwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAAAKAsKPzDbEgDosfN38bHzdyBA9Xc2CmZGBAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAALSkAA5MAAAAmBg8AGwFBcHBzTUZDQwEA9AAAAPQAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGAERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAgigAAgCIMQACBIYSIi0CAIHJAwIAgikAAgCDeAADABwAAAsBAQEAAgCDawAAAAAAAAsAAAAmBg8ADAD/////AQBOAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0ARjYKZkYAAAoAIQCKAQAAAAABAAAAfOUSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)(*i*) +![](data:image/x-wmf;base64,183GmgAAAAAAAOADIAQBCQAAAADQWQEACQAAA8MBAAAEAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIgBOADEwAAACYGDwAcAP////8AAAAAEAAAAMD///+4////oAMAANgDAAALAAAAJgYPAAwATWF0aFR5cGUAAOAACAAAAPoCAAATAAAAAAAAAgQAAAAtAQAABQAAABQCAAJAAAUAAAATAgACoAMFAAAACQIAAAACBQAAABQCbgF1ARwAAAD7AoD+AAAAAAAAkAEAAAChAAIAEFRpbWVzIE5ldyBSb21hbgDosfN38bHzdyBA9Xc9CmZFBAAAAC0BAQAJAAAAMgoAAAAAAQAAAPl5AAMFAAAAFAKMAyQBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAOix83fxsfN3IED1dz0KZkUEAAAALQECAAQAAADwAQEADAAAADIKAAAAAAMAAAAoLCnA8AD8AAADBQAAABQCjANYABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDosfN38bHzdyBA9Xc9CmZFBAAAAC0BAQAEAAAA8AECAAwAAAAyCgAAAAADAAAAYWlpbUoB9gAAA5IAAAAmBg8AGgFBcHBzTUZDQwEA8wAAAPMAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGAERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAMACwAAAQACAIHJAwABAAIAg2EAAgCCKAACAINpAAIAgiwAAgCDaQACAIIpAAAAAAALAAAAJgYPAAwA/////wEATgAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAA9CmZFAAAKACEAigEAAAAA/////3zlEgAEAAAALQEDAAQAAADwAQEAAwAAAAAA)![](data:image/x-wmf;base64,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)*,*

*i=* 1*,* 2, …, *n*, *k =* 0, 1, 2, …

Рассмотреть три случая: ω*=*0,5, ω*=*1 (это метод Зейделя), ω*=*1,5.

**Входные данные:**

Начальная матрица:

14 -1 -1 -2 -4 -1 -2 -3 -4 -4 -2 -2

-2 39 -4 -1 -3 0 -2 -4 -3 -2 -3 -4

-4 -1 36 -1 -3 -3 0 -3 -2 -3 -2 -3

0 0 -4 28 -1 -2 -3 -1 -1 0 -4 -1

-3 -2 -4 -4 44 -3 -4 -3 -2 0 -4 -4

-2 -3 -2 -3 -2 40 -2 -2 -3 -3 -3 -4

-2 0 -4 0 -3 -2 35 -4 -4 -1 -4 0

-1 -2 -2 0 -4 0 -1 26 0 -3 -1 -1

0 -2 -2 -2 -4 -2 0 -4 31 0 0 -4

-3 -2 0 -1 -1 -1 0 -4 0 28 -2 -3

-3 -2 -3 -4 0 -2 -4 -3 -2 0 35 -1

-1 -3 -3 -3 0 0 0 -2 0 0 -1 24

Вектор f:

-377 47 111 165 181 212 258 293 325 344 435 409

**Листинг программы:**

#include <iostream>

#include <vector>

#include <cmath>

#include <iomanip>

#include <fstream>

float R(float x) {

int k = 1000;

return round(x \* k) / (float)k;

}

float CountInfelicity(std::vector<float> x\_de\_ure, std::vector<float> x\_de\_facto) {

float sum\_x2 = 0, sum\_x = 0;

for (int i = 0; i < x\_de\_facto.size(); i++) {

sum\_x2 += x\_de\_facto[i] \* x\_de\_facto[i];

sum\_x += (x\_de\_facto[i] - x\_de\_ure[i]) \* (x\_de\_facto[i] - x\_de\_ure[i]);

}

std::ofstream fout("errors.txt");

fout << sum\_x / sum\_x2 << std::endl;

fout.close();

return sum\_x / sum\_x2;

}

void LogMatrix(std::vector<std::vector<float>> matrix) {

std::ofstream fout("logs.txt", std::ios::app);

for (const auto& vec : matrix) {

for (auto& el : vec) {

fout << el << '\t';

}

fout << std::endl;

}

fout << std::endl << std::endl;

fout.close();

}

void LogVector(std::vector<float> vector) {

std::ofstream fout("logs.txt", std::ios::app);

for (const auto& el : vector) {

fout << el << '\t';

}

fout << std::endl << std::endl;

fout.close();

}

std::vector<std::vector<float>> MultMatrix(std::vector<std::vector<float>> a, std::vector<std::vector<float>> b\_) {

std::vector<std::vector<float>> c(a.size());

for (int i = 0; i < a.size(); i++) {

c[i].resize(b\_[i].size());

for (int j = 0; j < b\_[i].size(); j++) {

c[i][j] = 0;

for (int k = 0; k < a[i].size(); k++)

c[i][j] += a[i][k] \* b\_[k][j];

}

}

return c;

}

void PrintMatrix(const std::vector<std::vector<float>>& matrix) {

for (const auto& vec : matrix) {

for (const auto& x\_ : vec) {

std::cout << std::setw(7) << std::setprecision(2) << std::left << x\_ << " ";

}

std::cout << std::endl;

}

}

void PrintVector(const std::vector<float>& vector) {

for (const auto& x\_ : vector) {

std::cout << std::setw(7) << std::setprecision(2) << std::left << x\_ << " ";

}

std::cout << std::endl;

}

class Matrix {

public:

// функция умножения матриц

std::vector<float> MultMat(std::vector<float> a, std::vector<std::vector<float>> matrix) {

std::vector<float> c(matrix.size());

for (int i = 0; i < matrix.size(); i++) {

c[i] = 0;

for (int k = 0; k < matrix.size(); k++) {

c[i] += matrix[i][k] \* a[k];

}

}

return c;

}

~Matrix() {

matrix\_.clear();

}

// создание матрицы А

Matrix(float E, int k\_max) : E\_(E), k\_max\_(k\_max) {

srand(time(NULL));

// случайное количество элементов матрицы

int n = rand() % 3 + 10;

matrix\_.resize(n);

for (auto& line : matrix\_) {

line.resize(n);

}

// заполняем матрицу А

// заполнение недиагональных элементов

int p = 0, sum\_1\_col = 0;

for (int i = 0; i < matrix\_.size(); i++) {

for (int j = 0; j < matrix\_.size(); j++) {

if (i != j) {

matrix\_[i][j] = rand() % 5 - 4;

}

}

}

// заполнение диагональных элементов

for (int i = 1; i < matrix\_.size(); i++) {

matrix\_[i][i] = 0;

for (int j = 0; j < matrix\_.size(); j++) {

if (j != i) {

matrix\_[i][i] += -matrix\_[i][j] + 1;

}

}

sum\_1\_col += matrix\_[1][i];

}

matrix\_[0][0] = sum\_1\_col + 1;

int m = 17;

for (int i = 0; i < n; i++) {

x\_.push\_back(m + i);

}

// с помощью умножения матриц находим вектора f

f\_ = MultMat(x\_, matrix\_);

// пишем исходные матрицы в файл

LogMatrix(matrix\_);

}

bool EndAlgorithm(std::vector<float> x\_new) {

float max = 0.0f;

for (int i = 0; i < x\_new.size(); i++) {

if (fabs(x\_curr\_[i] - x\_new[i]) > max) {

max = fabs(x\_curr\_[i] - x\_new[i]);

}

}

return max < E\_ || k\_ > k\_max\_;

}

std::vector<float> SolveJacobi() {

// вывод на экран и в файл

LogMatrix(matrix\_); LogVector(f\_);

std::cout << "Vector x we need to get: " << std::endl;

PrintVector(x\_);

std::cout << "Input matrix: " << std::endl;

PrintMatrix(matrix\_);

std::cout << "Vector f: " << std::endl;

PrintVector(f\_);

// метод Якоби

x\_curr\_ = f\_;

std::vector<float> x\_new(matrix\_.size());

for (k\_ = 0; k\_ < k\_max\_; k\_++) {

for (int i = 0; i < matrix\_.size(); i++) {

float sum = 0.0f; // считаем суммы для вычисления следующего x

for (int j = 0; j < matrix\_.size(); j++) {

if (j != i) {

sum += matrix\_[i][j] \* x\_curr\_[j];

}

}

x\_new[i] = 1 / matrix\_[i][i] \* (f\_[i] - sum);

}

// если норма разности векторов меньше эпсилон - выходим из цикла

if (EndAlgorithm(x\_new)) {

break;

}

x\_curr\_ = x\_new;

}

// выводим сообщение если метод вышел по ограничению количества итераций

if (k\_ == k\_max\_) {

std::cout << "Exceeding the maximum number of iterations!" << std::endl;

}

else {

std::cout << "Number of iterations needed to success: " << k\_ << std::endl;

}

return x\_new;

}

std::vector<float> SolveGaussSeidel(float omega) {

// вывод на экран и в файл

LogMatrix(matrix\_); LogVector(f\_);

std::cout << "Vector x we need to get: " << std::endl;

PrintVector(x\_);

std::cout << "Input matrix: " << std::endl;

PrintMatrix(matrix\_);

std::cout << "Vector f: " << std::endl;

PrintVector(f\_);

// метод Гаусса-Зейделя

x\_curr\_ = f\_;

std::vector<float> x\_new = x\_curr\_;

for (k\_ = 0; k\_ < k\_max\_; k\_++) {

for (int i = 0; i < matrix\_.size(); i++) {

float sum = 0.0f; // считаем суммы для вычисления следующего x

for (int j = 0; j < i; j++) {

sum += matrix\_[i][j] \* x\_new[j];

}

for (int j = i + 1; j < matrix\_.size(); j++) {

sum += matrix\_[i][j] \* x\_curr\_[j];

}

x\_new[i] = (1 - omega) \* x\_curr\_[i] + omega / matrix\_[i][i] \* (f\_[i] - sum);

}

// если норма разности векторов меньше эпсилон - выходим из цикла

if (EndAlgorithm(x\_new)) {

break;

}

x\_curr\_ = x\_new;

}

// выводим сообщение если метод вышел по ограничению количества итераций

if (k\_ == k\_max\_) {

std::cout << "Exceeding the maximum number of iterations!" << std::endl;

} else {

std::cout << "Number of iterations needed to success: " << k\_ << std::endl;

}

return x\_new;

}

private:

std::vector<std::vector<float>> matrix\_;

std::vector<float> f\_, x\_, x\_curr\_;

int k\_max\_, k\_;

float E\_;

};

int main() {

remove("logs.txt");

Matrix m(0.0001, 1000);

std::cout << std::endl;

std::vector<float> answers = m.SolveJacobi();

std::cout << "Vector of answers:" << std::endl;

PrintVector(answers);

std::cout << std::endl << std::endl;

float omega = 0.5f;

answers = m.SolveGaussSeidel(omega);

std::cout << std::endl << "Vector of answers:" << std::endl;

PrintVector(answers);

std::cout << std::endl << std::endl;

omega = 1.0f;

answers = m.SolveGaussSeidel(omega);

std::cout << "Vector of answers:" << std::endl;

PrintVector(answers);

std::cout << std::endl << std::endl;

omega = 1.5f;

answers = m.SolveGaussSeidel(omega);

std::cout << "Vector of answers:" << std::endl;

PrintVector(answers);

return 0;

}

**Выходные данные:**

Ответ метода Якоби после 37 итерации:

17 18 19 20 21 22 23 24 25 26 27 28

Ответ метода релакксации с после 64 итерации:

17 18 19 20 21 22 23 24 25 26 27 28

Ответ метода релакксации с после 22 итерации:

17 18 19 20 21 22 23 24 25 26 27 28

Ответ метода релакксации с после 42 итерации:

17 18 19 20 21 22 23 24 25 26 27 28

**Вывод:**

Данные алгоритмы достаточно точно решают СЛАУ. Кроме того, они позволяют выполнить это с достаточно малой погрешностью. Метод Якоби сошелся за 37 итерацию, метод релаксации при . сошелся за 64 итераций, при за 22 итераций, при за 42 итерацию. Таким образом заключаем, что метод релаксации при сходится лучше всех остальных методов.